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ABSTRACT 

Speech is the most significant form of human communication for exchanging different types of information, in 

which words and grammar content are just one part of the message, and other types of information like age, 

gender, and emotional state of the speaker are also exchanged and influence the context and meaning of the 

message. Speech Emotion Recognition (SER) is a qualitative study of non-verbal emotion in speech's intonation. 

SER has an important role in human-machine interfaces and automatic service systems. This study investigates 

the effect of gender on SER. In this investigation, the first thirteen Mel-frequency cepstral coefficients extracted 

from the audio signal of emotional speech are used along with different classification algorithms. The proposed 

SER algorithm is trained by 85% of samples from women and men. For the testing, we used the remaining 15%. 

The results show slightly better accuracy in recognizing the emotions for women compared to men i.e., anger 

was better recognized in men, while boredom, disgust, and sadness were better recognized in women. 
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1. INTRODUCTION 

Speech is the fundamental form of human interaction for exchanging information through an audio signal. 

Speech can be considered as a package of integrated information; in addition to the speaker's message other 

types of information such as the speaker's age, gender, emotional state, and level of education are also conveyed. 

The study of the information content in speech has a special place among the research of speech processing, 

artificial intelligence, linguistics, and many other research fields. It also has many applications in various fields 

such as human-machine interaction. 

Speech as the only verbal form of communication and information exchange is based on the syntactic 

combination of words carried over a speech signal (Deller et al., 1999). Speech can be studied from two 

directions; one is the processes of speech production and the other is the speech understanding (Luria, 1982). 

The motivation of speech production is the idea or message, the speaker is intended to share with his/her 
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audience. The speaker conveys the intended idea, message, or content through sound waves that are produced 

by a series of neural processes and muscle movements. The vocal tract plays an essential role in speech 

production and uses the mechanisms inherited from the human ancestral species (Standring, 2005). The vocal 

tract in humans consists of a tube at the top of the lungs with two flaps and diaphragm muscles that blow air out 

(Baars & Gage, 2013). This path is a tube with a turbulent air source that is regulated by the vocal cords and 

two flap-like tissues in the larynx, and the quality of the produced vocal sound depends on the resonance 

between the resonator spaces and different levels of the head and upper half of the trunk (Baars & Gage, 2013). 

Sound waves are transmitted to the audience's auditory system through a medium that is usually air (Deller et 

al., 1999; Holliday & Resnick, 1978). The process of speech perception begins when the audience collects 

acoustic pressure waves in the outer ear, then in the middle ear and inner ear convert them into nerve pulses, 

after these pulses are interpreted in the brain's auditory cortex to understand the speaker's idea (Deller et al., 

1999). 

The larynx and vocal cords are the source of sound production and they produce different kinds of sounds 

(Raphael et al., 2011). However, factors such as age, gender, and height affect the length and mass of the vocal 

cords, which in turn affect the pitch and loudness of the voice (Raphael et al., 2011). The length of the vocal 

cords in an adult woman is 13 to 17 mm and in an adult man in maximum is 17 to 24 mm (Raphael et al., 2011). 

These variations cause some differences in the speech signals produced between women and men. 

Various environmental stimuli can affect the emotional state of a person. In addition to body gestures, facial 

expressions, heart rate, and breathing, changes in emotional state also appear in speech. Changes in emotional 

states are represented in the speech in both verbal and non-verbal forms. Verbal representation is through the 

vocabulary and syntax used in speech expression, and non-verbal expression is through the intonation and tone 

of speech. The intonation of speech has a paralinguistic role and can change the meaning of the speech 

(Alinezhad, 2010). The quantitative study of emotional speech is known as Speech Emotion Recognition (SER).  

Recognizing or classifying the emotional content of speech means that the speaker's emotional state can be 

determined using the analysis performed on the speech signal [independent of the message]. The SER process 

consists of several steps as shown in Fig. 1. As seen in Fig. 1, speech signals as input to this model in the first 

step are preprocessed to be prepared for feature extraction. In the next step, the desired features are extracted 

from the input, and then by considering the components relevant to the goals of the research, feature selection 

is done to form a feature vector with appropriate dimensions. This vector is then introduced to the classifier. 

Finally, SER is performed. Many studies about SER show that the expression of emotional states has a complex 

nature that makes it hard for quantitative studies of emotion. 

 

Fig. 1. This diagram shows the steps of the SER process. 

 

Most studies about SER rely on feature extraction algorithms. Among the features used for SER, we can 

mention some features such as Pitch and Formant frequencies (Vergin et al., 1996; Slomka & Sridharan, 1997), 

Autocorrelation Coefficients, Reflection Coefficients, Linear Predictive Coefficients, Mel-frequency Cepstral 

Coefficients (MFCCs), and the Log Area Ratio of the cross-sectional of the vocal cords (Childers, 1991) or a 

combination of these characteristics (Parris and Carey, 1996). To SER, models such as Artificial Neural 

Networks (Yusnita et al., 2018), Hidden Markov Model (Shafran et al., 2003), Support Vector Machine (Li et 
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al., 2013; Kotti & Kotropoulos, 2008), Gaussian Mixed Model (Harb & Chen, 2003; Zeng et al., 2006) and 

Convolutional Neural Networks (Tursunov et al., 2021) are used. Another group of studies focused on 

improving and optimizing the algorithms presented for SER, features extracted from the speech signal, or both. 

The effect of gender on SER is one of the topics studied with this approach; For example, (Xu et al., 2018) 

investigated the effect of gender on the performance of the SER system in the phases of training and testing in 

a gender-dependent or gender-independent manner. 

This study aims to study the effect of gender on SER. In this research, the first 13 MFCCs extracted from 

the audio signal of emotional speech samples of the Berlin database of emotional speech (Emo-DB) (Burkhardt 

et al., 2005) are used for feature extraction, and by using different classification models and algorithms SER is 

performed to investigate the effect of gender on SER. In the following, first, the research method and then the 

results obtained from the software simulation are presented and, in the end, the conclusion of the research is 

discussed. 

2. RESEARCH METHOD 

In this part, the speech database used to evaluate SER models and algorithms is introduced. The following 

describes how to calculate MFCCs and how to form the feature vector. In the end, the models and algorithms 

used to recognize and classify the emotion of speech are explained.  

2.1. The Emotional Speech Database 

In this study, the Emo-DB speech samples were used as input data (Burkhardt et al., 2005). This database is 

based on the German language and it contains 800 samples. These samples include seven emotional states: 

anger, boredom, disgust, fear, happiness, sadness, and neutral. More than 500 samples in this dataset have a 

recognition rate of over 80% and a naturalness of over 60% as reported by the creators of the database 

(Burkhardt et al., 2005). The speech samples were collected and prepared from 10 participants, including 5 

women and 5 men. This combination of participants makes the Emo-DB a suitable and valuable option for 

evaluating the effect of gender on SER. 

2.2. Cepstral Coefficients of Mel- Frequency 

The Emo-DB samples are analyzed as input data in this study. The SER algorithm computes the first 13 

MFCCs for the initial step. The MFCCs are inspired by models of sound perception and auditory properties of 

the human ear in receiving and understanding speech (Davis & Mermelstein, 1980). These coefficients are based 

on frequency analysis in the human ear (Ayat, 2008). The extraction of MFCCs includes several steps (Deller 

et al., 1999; Ayat, 2008). First, the speech signal is divided into overlapping windows or frames with 20ms in 

length. Then, using the fast Fourier transform (FFT), the Fourier spectrum of the window is obtained, and its 

amplitude is extracted. Next, a filter bank is placed logarithmically on the obtained spectrum as shown in Eq. 

(1). In the following, using these values, the MFCCs are obtained using Eq. (2), where 𝐹 represents the number 

of filters, 𝑋𝑗 is the output obtained from the jth filter, 𝐶𝑖 is the ith obtained MFCCs, and 𝑁 is the number of 

coefficients, respectively (Ayat, 2008). Here 𝑁 is equal to 13 (𝑁 < 𝐹). These coefficients are extracted for all 

samples and then stored.  

𝐹𝑚𝑒𝑙 = 2595𝑙𝑜𝑔10 [1 +
𝐹𝐻𝑧

700
]                     (1) 

 

𝐶𝑖 = ∑ log(𝑋𝑗) 𝑐𝑜𝑠 [
𝜋𝑖(𝑗−0.55)

𝐹
]𝐹

𝑗=1    1 ≤ 𝑖 ≤ 𝐹                 (2) 

Fig. 2 illustrates the first 13 MFCCs extracted from two emotional speech samples of the Emo-DB which are 

expressed by a woman and a man, respectively. They are the same age and express the same utterance with a 

neutral state. 
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Fig. 2. The first 13 MFCCs from two emotional speech samples of the Emo-DB which were expressed by: (a) a 

woman and (b) a man. 

 

2.3. Selection and Formation of Feature Vector 

Due to the large dimensions size of the extracted MFCCs, they are not appropriate for use in Neural 

Networks. To prepare them for use in a neural network, some statistical values obtained from them are used 

instead. These values are Minimum, Maximum, Mean, Standard Deviation, Median, Skewness, and Kurtosis as 

also been used (Demircan & Kahramanli, 2014). The final vector obtained from the statistical computations is 

a feature vector with 91 values. Fig. 3 better illustrates how the process of reducing the size is done. 

 
Fig. 3. The dimension reduction procedure that forms the feature vector from the first 13 MFCCs: (a) the Acoustic 

signal of the emotional speech sample, (b) The first 13 MFCCs of the acoustic signal of the emotional speech, and (c) 

The statistical values calculated from the first 13 MFCCs of the emotional speech acoustic signal. 
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2.4. SER Algorithms 

In this study, five algorithms/models with supervised learning were applied to classify the emotional states. 

These models are Ensemble-Subspace Discriminant (E-SD), Linear SVM, SVM Kernel, Wide Neural Network, 

and Cubic KNN. The machine learning toolbox from MATLAB software (version 2021b) has been used for 

these classification models.  

To train our model, we used 85% of the dataset. The remaining 15% was reserved for testing. We ensured 

that the test set contained an equal number of samples for both men and women. 

3. RESULTS 

The results obtained for the training and testing phases are presented in Tables 1, 2, and 3, respectively. 

Table 1 shows the results obtained from the training phase for different classification algorithms. Table 2 shows 

the results obtained from the test phase for different classification algorithms using the emotional speech 

datasets expressed by women. As seen in Table 2, Linear SVM has a better recognition accuracy rate than other 

used classification algorithms. Table 3 shows the results obtained from the test phase for different classification 

algorithms using the set of emotional speech data expressed by men. In Table 3, E-SD has a better recognition 

accuracy rate than other used classification algorithms. Based on the numbers from Tables 2 and 3, Linear SVM 

has a better recognition accuracy rate.  

The results presented in Tables 2 and 3 show that in most cases, emotional states in emotional speech 

expressed by women are recognized more accurately than for men. But in total, it can be seen that the emotional 

state of anger in the emotional speech expressed by men has a better recognition rate than for women, and the 

three emotional states of Boredom, Disgust, and Sadness are better identified in women. 

Table 1. The success rate in percentage of the results obtained from the training phase of SER algorithms using 

the data collection expressed by women and men. 
Model Algorithm Anger Boredom Disgust Fear Happiness Sadness Neutral Acc. 

E-SD 57.1 48.8 50.0 47.7 34.6 71.7 48.4 51.9 

Linear SVM 54.9 51.4 57.7 49.1 32.8 75.0 45.6 51.6 

SVM Kernel 51.4 49.1 40.0 37.3 28.9 54.2 30.6 43.5 

Wide Neural Network 56.2 46.3 30.0 35.2 29.2 53.7 28.6 41.5 

Cubic KNN 39.4 31.2 10.0 40.4 14.9 65.8 22.2 34.7 

 
Table 2. The success rate in percentage of the results obtained from the test phase of the SER algorithms using 

the set of data expressed by women. 
Model Algorithm Anger Boredom Disgust Fear Happiness Sadness Neutral  Acc. 

E-SD 50.0 46.2 66.7 66.7 28.6 100 66.7 53.3 

Linear SVM 50.0 50.0 75.0 80.0 60.0 100 60.0 62.2 

SVM Kernel 58.3 75.0 100 60.0 0.0 66.7 44.4 57.8 

Wide Neural Network 54.5 41.7 60.0 66.7 50.0 100 40.0 53.3 

Cubic KNN 46.2 33.3 100 75.0 0.0 100 42.9 44.4 

 
Table 3. The success rate in percentage of the results obtained from the test phase of the SER algorithms using 

the set of data expressed by men. 
Model Algorithm Anger Boredom Disgust Fear Happiness Sadness Neutral Acc. 

E-SD 88.9 16.7 100 66.7 50.0 75.0 57.1 62.9 

Linear SVM 66.7 20.0 0.0 71.4 0.0 75.0 60.0 57.1 

SVM Kernel 64.3 20.0 0.0 80.0 0.0 100 50.0 57.1 

Wide Neural Network 46.2 0.0 50.0 100 25.0 50.0 50.0 57.1 

Cubic KNN 71.4 0.0 0.0 20.0 25.0 60.0 33.3 45.7 
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4. CONCLUSION 

SER is one of the problems that has been studied by researchers from different aspects. In these studies, the 

choices of features extracted from the speech signal and the algorithms used for SER played an important role, 

and many studies are around these choices and algorithms. In this paper, we studied the effect of gender on 

SER. For this purpose, we used the emotional speech samples available in the Emo-DB to evaluate SER 

algorithms. In the first step, for all samples in the Emo-DB, the first 13 MFCCs were extracted, after those seven 

statistical values including Minimum, Maximum, Mean, Standard Deviation, Median, Skewness, and Kurtosis 

were calculated for each of the 13 available coefficients. Then, the feature vector for all examples of the Emo-

DB was formed. For the testing, 15% of the samples for women in the database were randomly selected. The 

same was done for men. The remaining 85% of the data was used for the training phase of SER algorithms. In 

this article, we used five classification algorithms E-SD, Linear SVM, SVM Kernel, Wide Neural Network, and 

Cubic KNN.  

The obtained results show that in most cases, emotional speech recognition is performed better for women. 

It was also observed that the recognition of anger was better for men. In the case of women, the recognition was 

better for boredom, disgust, and sadness. From these results, we concluded that gender plays a significant role 

in the effectiveness of non-verbal emotional expressions, and the accuracy of the recognition of algorithms was 

influenced by this parameter. In this study, a small sample was used and it would be interesting to see how these 

results scale and stay the same with larger datasets. Also, this study only considered the sample from a German 

language dataset, it would be interesting to expand the study across multiple languages and cultures. 

APPENDIX 

The Data Availability: The data used for this study is obtained from the Berlin database of emotional 

speech. This database is freely available to the public. More information about this database is available at: 

http://emodb.bilderbar.info/index-1280.html 
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