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ABSTRACT 

Fuzzy inference system (FIS) is one of the most powerful inference systems that is widely used in the field of 

classification. Indeed, in this approach, FIS is engaged to create a mapping from features (inputs) onto classes 

(outputs) using fuzzy set theory. So far many efforts have been made to improve classification accuracy 

performed by FIS. Generally, these efforts have been put in the following areas: efficient fuzzy rule generation, 

fuzzy membership function tuning, fuzzy rule weight tuning, feature selection for the antecedent part of fuzzy 

rules, and so on. In this paper, we consider this issue and propose a method based on mutual information for 

applying the impact factor of input parameters on the fuzzy inference process for improving the accuracy of 

fuzzy classification. Finally, we test our proposed method for boosting classification on six different problems 

using manual and auto-generated FIS. The method provided promising classification results confirming its 

correctness. 

KEYWORDS: Fuzzy Inference System, Fuzzy Classification, Mutual Information, Fusion Operator, Auto Generated 

FIS. 

 
1. INTRODUCTION 

Classification is a process for determining categories of given samples from a set of classes. In the 

terminology of machine learning, classification is considered an instance of supervised learning, i.e. learning 

which provides a training set of correctly identified observations (Alpaydin, 2014). Indeed, so many problems 

in the real world can be expressed as classification problems. Therefore, numerous algorithms with many 

different approaches have been proposed for classification, so far. 

One of the most famous approaches to classification, is to engage fuzzy inference systems (FIS) as a 

classifier. Because most of the real world classification problems have classes with fuzzy boundaries (Sarkar 

& Yegnanarayan, 1997), fuzzy classification algorithms have proper capabilities to tackle these problems. The 

fuzzy classification is an extension of the traditional classification, the same way that the fuzzy sets extend the 

classical sets (Werro, 2015). Since Zadeh (1965) introduced fuzzy sets, many attempts have been made for 

solving problems using fuzzy sets and fuzzy inference systems. For example, many algorithms have been 

proposed only for combination of fuzzy inference system and neural networks to solve function approximation, 

classification, clustering and other problems. 

Moreover, many researches have been conducted to learn fuzzy rules and tune fuzzy inference system 

parameters in order to reach high accuracy for solving problems. In the following sections, we will refer to 

some of these investigations. For example, the Adaptive Network-Based Fuzzy Inference System (ANFIS), 

introduced by Jang (1993), is a well-known and efficient tool for implementing the Takagi-Sugeno fuzzy 

inference system. ANFIS is able to learn fuzzy rules, their weights, and tunes fuzzy membership function 

                                                           
* Corresponding Author 

RECEIVED: 21 DECEMBER, 2019; ACCEPTED: 1 FEBRUARY, 2020; PUBLISHED ONLINE: 1 FEBRUARY, 2020 
© 2020 FANAP RESEARCH CENTER. ALL RIGHTS RESERVED. 

JOURNAL OF APPLIED INTELLIGENT SYSTEMS & INFORMATION SCIENCES 
VOL. 1, ISSUE 1, PP. 24-34, FEBRUARY 2020. 
Available at: www.journal.research.fanap.com 

DOI: 10.22034/jaisis.2020.102462  

http://www.journal.research.fanap.com/
http://dx.doi.org/10.22034/jaisis.2020.102462


                                                                                                                                                          

Ilbeygi & Kangavari (2020) 25 
 

 

parameters, simultaneously. This tool has been developed for function approximation problems, inherently, 

but it also can be used to solve classification problems. 

In addition, numerous studies have been conducted to tune fuzzy inference system parameters in an attempt 

to achieve high accuracy and efficiency. For example, a supervised learning technique to fine-tune the fuzzy 

sets of an existing Sugeno type fuzzy system was proposed by Nomura et al. (1992). In the research, 

membership function parameters were fine-tuned using a gradient descent procedure. Fuzzy Inference 

Environment Software with Tuning (FINEST) is another tool for tuning the fuzzy inference system parameters 

(Tano et al., 1996). FINEST is able to tune fuzzy predicates and implication functions in separate processes. 

Another tool that implements a Takagi-Sugeno type fuzzy inference system is the Self-Constructing Neural 

Fuzzy Inference Network (SONFIN) (Feng & Teng, 1998). This tool uses an aligned clustering-based 

algorithm to partition input space in a flexible way. For the consequent part of the fuzzy rule, only a singleton 

value is selected using a clustering method assigned to each rule initially. SONFIN has many details about 

parameter identification and knowledge representation enhancement, etc. that can be found by Feng & Teng 

(1998). Also, the metacognitive neuro-fuzzy inference system (McFIS), with a metacognitive sequential 

learning algorithm for a neuro-fuzzy inference system for classification tasks, uses a human-like learning 

strategy for tackling these problems (Subramanian et al., 2013). Furthermore, an overview of the adaptation of 

a fuzzy inference system using neural learning is proposed by Abraham (2005) that can be used to achieve 

more information in this field. 

Shihabudheen et al. (2018) applied an extreme learning machines concept and particle swarm optimization 

to improve the performance of adaptive neuro-fuzzy inference system. This has led to reduced randomness, 

reduced computational complexity, and improved generalization. Mutlu et al. (2018) investigated the effect of 

the issues arrising in modeling and reasoning of Hierarchical Fuzzy System(HFS) on the accuracy and stability 

of the resultant  system. Also, a framework for end-to-end HFS is developed. For fault detection and 

classification in photovoltaic array, Belaout et al. (2018) developed a Multiclass Adaptive Neuro-Fuzzy 

Classifier. In this paper, a novel classification system based on ANFIS is developed to improve the 

generalization performance of the Fuzzy Logic classifiers. Zhang et al. (2019) presented a fuzzy rule-based 

classification system combined by a multi-population quantum evolutionary algorithm with contradictory rule 

reconstruction. In this method, a fuzzy C-means clustering is used to heuristically produce representative initial 

rules.  Also, a contradictory rule reconstruction is presented to modify misclassification rules. 

One of the most popular approaches to identify and tune fuzzy inference system parameters is to find 

optimal or near-optimal parameters using evolutionary algorithms. This approach has many adherents and so 

many researches have been carried out in this field. For example, a learning fuzzy classification rule from 

labeled data was proposed by Roubos et al. (2003), and in this research genetic algorithm is used for parameter 

optimization. Also, the genetic algorithm is employed to tune fuzzy membership function parameters (Ilbeygi 

& Shah-Hosseini, 2012), which led to boosting the overall accuracy of the fuzzy emotion recognition system. 

In addition, multi-objective genetic algorithms to obtain fuzzy rule-based systems with a better trade-off 

between interpretability and accuracy in linguistic fuzzy modeling problems was proposed in (Alcalá et al. 

2007). A Boosted genetic fuzzy classifier (BGFC) is another research that is used as a genetic algorithm to 

increase classification performance in land cover classification from multispectral images (Stavrakoudis et al., 

2011). In this classifier, a genetic tuning stage is employed after the rule generation stage, aiming at improving 

the cooperation among the fuzzy rules, thus increasing the classification performance. An adaptive framework 

based on evolutionary computation and neural learning was proposed by Abraham (2002) and was named 

EvoNF. In EvoNF, the membership functions, rule base, and fuzzy operators are adapted according to the 

problem. 

In addition, multi-objective genetic algorithms was proposed by Alcalá et al. (2007) in order to obtain Fuzzy 

Rule-Based Systems with a better trade-off between interpretability and accuracy in linguistic fuzzy modeling 

problems. A Boosted genetic fuzzy classifier (BGFC) is another research used as a genetic algorithm to 

increase classification performance in land cover classification from multispectral images (Stavrakoudis et al., 

2011). In this classifier, a genetic tuning stage is employed after the rule generation stage, aiming at improving 

the cooperation among the fuzzy rules, thus increasing the classification performance. An adaptive framework 
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based on evolutionary computation and neural learning was proposed by Abraham (2002) and was named 

EvoNF. In EvoNF, the membership functions, rule base, and fuzzy operators are adapted according to the 

problem. 

Recently, many investigations have been conducted on feature and attribute selection for fuzzy inference 

systems using information theory. Also, the most important variables for a fuzzy rule-based system was 

discovered by computing the mutual information between the fuzzified variables by Sánchez et al. (2008). As 

mentioned before, many algorithms and tools with very diverse approaches have been proposed for fuzzy rule 

learning and fuzzy inference system parameters identification and tuning. But based on our knowledge, 

calculating the impact factor of linguistic variables (in the antecedent part of fuzzy rules) and using them for 

boosting the final fuzzy reasoning accuracy, has been neglected in previous works. So in this paper, we 

proposed a new approach for employing the impact factor of linguistic variables based on information theory 

concepts to promote the accuracy of fuzzy inference systems. Indeed we engaged the mutual information for 

calculating these impact factors and proposed a new formula for applying them in order to boost the final fuzzy 

reasoning. 

The rest of this paper is organized as follows. In section 2, the basic idea for using mutual information for 

increasing the accuracy of fuzzy classification is explained. The new equation and method for employing 

mutual information in the fuzzy inference system are expressed in section 3. Section 4 deals with the 

implementation and results of employing the proposed method in six different fuzzy classification problems. 

Finally, conclusions are mentioned in Section 5.  

2. BASIC IDEA AND MOTIVATION 

In a fuzzy reasoning system, final reasoning is done by applying a fuzzy inference system, like Mamdani-

Type fuzzy inference (Mamdani & Assilian, 1975), on the fuzzy rule base. Each one of the fuzzy rules has 

some input parameters that form the antecedent part of this rule. Fuzzy inference system then applies some 

fuzzy operators on the antecedent part of the fuzzy rules for computing the firing rule strength and then clips 

the output membership function at the firing rule strength. Finally, the outputs of all of the fuzzy rules must be 

combined to obtain one fuzzy output distribution. 

In the above process of the fuzzy inference system, there is no difference and preference between input 

parameters of the fuzzy rules. But in many cases, some input parameters play a more effective role in the final 

reasoning than other parameters. For example, in fuzzy emotion recognition system (Ilbeygi & Shah-Hosseini, 

2012) such a rule was employed to recognize happy emotions: 

IF (Mouth-Corner-Displacement is Very High) AND (Eye-Opening is Moderate) AND (Mouth-Opening is 

Very Low) AND (Eyebrow-Constriction is Very Low) THEN (Emotion is Very Happy). In this rule, Mouth-

Corner-Displacement is the amount of displacement of mouth corners relative to the natural position of mouth 

corners with neutral emotion. So it is obvious that Mouth-Corner-Displacement has a very important role to 

determine the happy emotions from the perspective of human inference. However, in the original fuzzy 

inference systems, there is no difference between the above three input parameters and indeed, the level of 

importance of each of them has been neglected. In fact, this is our motivation to discover a method that 

considers the importance level and the impact factor of each input parameter in the final reasoning. So we 

decided to find a method for computing the impact factor of each input parameter of the antecedent part of 

fuzzy rules and then employing these impact factors to perform the final fuzzy reasoning. 

To tackle this challenge, we consider classification problems and choose the mutual information for 

computing the impact factor of each input parameter relevant to a given output class. The mutual information 

is a measure of the amount of information that one random variable contains about another random variable 

leading to the reduction of the uncertainty (Cover & Thomas, 1991). 

Based on the definition of the mutual information and by assuming that input parameters and classes (in a 

classification problem) are random variables, then we can use the mutual information for computing the impact 

factor of each input parameter in the classification process. Consider two random variables X and Y with a joint 

probability mass function p(x, y) and marginal probability mass function p(x) and p(y). Mutual information 

I(X; Y) is the relative entropy between the joint distribution and the product distribution p(x) p(y) (Cover & 

Thomas, 1991). So the mutual information is computed using Eq. (1) shown below: 
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In this paper, we consider the input parameters and the classes as the random variables. Because we compute 

the mutual information between each input parameter and each class, separately, so we use Eq. (2) for 

calculating the mutual information: 
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In Eq. (2), xi is one of the input parameters and yi is one of the output classes. Since in this study the input 

parameters are linguistic variables, then the main question is: how can we calculate the mutual information 

between a linguistic variable and a given class? 

To answer this question we should focus on the values of the linguistic variables. A linguistic variable is a 

variable whose values are linguistic terms in a natural or artificial language. For example, the size of an object 

is a linguistic variable, whose value can be small, medium, and big (Wu et al., 2011). So we can calculate the 

mutual information between each value of the linguistic variable and a given class. To clarify this process, an 

example is explained below. 

Suppose in a fuzzy emotion recognition system we have six classes of emotions. The emotion is inferred 

by fuzzy rules that have four linguistic variables in the antecedent part of themselves. The following rule is an 

example of such a fuzzy rule: 

IF (Mouth-Corner-Displacement is high) AND (Eye-Opening is Moderate) AND (Mouth-Opening is Low) 

AND (Eyebrow-Constriction is Low) THEN (Emotion is Happy) 

Assume the Mouth-Corner-Displacement has five values that are very low, low, moderate, high, and very 

high, as a linguistic variable. So as mentioned before we can calculate the mutual information between each 

one of the five values and the happy emotions, separately. For example, for computing the mutual information 

between the high value of the Mouth-Corner-Displacement and the happy emotions, the high value of the 

Mouth-Corner-Displacement is xi and the happy emotions is yi in Eq. (2). So at first, we must calculate p(xi), 

p(yi) and p(xi ,yi), and then replace these values in Eq. (2). 

As previously mentioned, p(xi) and p(yi) are marginal probability mass functions and p(xi ,yi) is joint 

probability mass function. So for computing p(high value of Mouth-Corner-Displacement), in our example, 

we must count all samples of training sets that have the high value for the Mouth-Corner-Displacement 

linguistic variable and then divide this number by counting of all the samples in the training set. Also, p (happy 

emotions) is calculated by counting all of the samples that expose the happy emotions and then dividing this 

count by counting all the samples in the training set. Finally, for computing p(high value of Mouth-Corner-

Displacement, happy emotions), we must enumerate all of the samples that expose the happy emotions and 

have the high value for the Mouth-Corner-Displacement and then divide this number by counting all the 

samples that expose the happy emotions. 

Now we can calculate the mutual information between the happy emotions and the Mouth-Corner-

Displacement using Eq. (2). So based on the definition of the mutual information, we found a measure that 

shows the amount of information about a given class that the value of a linguistic variable contains. Therefore, 

we consider the mutual information as the impact factor of a value of the linguistic variable for inferencing a 

given class by the fuzzy inference system. In the following section, we will explain a new method and a new 

equation for employing these impact factors in the fuzzy reasoning process. 

3. BOOSTING FUZZY INFERENCE SYSTEM USING MUTUAL INFORMATION 

In section 2, we described a method to calculate the mutual information between a value of the linguistic 

variable and a given class. So in the classification process, we can take into account the obtained mutual 

information as the impact factor of a given value of a linguistic variable for recognizing a given class. But now, 

the main question is: how can we use these impact factors of input parameters for boosting the fuzzy 

classification accuracy? 



28    Journal of Applied Intelligent Systems & Information Sciences  

 

 

 

To answer this question, we should concentrate on the inference method of the fuzzy inference systems. 

Takagi-Sugeno and Mamdani models are two famous and popular FIS (Takagi & Sugeno, 1985; Mamdani & 

Assilian, 1975). Each one of these FISs combines the antecedent part of fuzzy rules by different operators such 

as AND or OR computed with t-norms or t-conorms, respectively. For example, the most popular t-norm 

operator is the minimum (min) and the most popular t-conorm operator is the maximum (max). So when we 

combine linguistic variables in the antecedent part of fuzzy rules using each t-norm or t-conorm operator, it is 

intuitive that the final output of these operators will have greater value if each one of the antecedent part 

variables has greater value than their previous value. 

Consequently, if we promote the value of each part of the antecedent part of fuzzy rules, corresponding to 

it is calculated impact factor, then the output value of the combination of antecedent part terms will be greater 

and more effective than before. Now we must respond to this question that how we can promote each part of 

the antecedent part of fuzzy rules corresponding to its calculated impact factor. Since the computed mutual 

information as the impact factor is a crisp value then we must propose a formula to fuse this value into the 

calculated belief value of each linguistic term in the fuzzy rule. Undoubtedly this formula should be able to 

increase the value of each part of the antecedent parts of fuzzy rules, corresponding to their impact factors. So 

we can use some aggregation operators for this aim. A comprehensive survey on aggregation operators can be 

found in the works of (Calvo et al., 2012; Vaníček et al., 2009; Detyniecki, 2001). For example, an aggregation 

operator that belongs to the fusion group of aggregation operators is shown in Eq. (3). 

( ) (1 )         
(3) 

In Eq. (3), * stands for minimum, product or Łukasiewicz t-norm(max(0, π + α-1)), π is a possibility 

distribution (for more information refer to Carlsson et al. (2003), and α is degree of certainty of a given source 

(Yager, 1981). So if we assume π is the grade of membership for a given value of a linguistic term and α is the 

calculated mutual information for this value of the linguistic term then we can use such an equation for 

promoting the value of π. But this equation does not satisfy our goals for improving fuzzy classification. For 

example, if π and α are zero then 𝜋′is be equal to 1! It means that Eq. (3) converts the value of π from zero to 

one in some situations. So this conversion leads to a wrong inference for fuzzy classification, and as a result, 

Eq. (3) is not suitable for our problem. 

Therefore, we must propose a new aggregation operator that covers all of our goals for improving the fuzzy 

classification accuracy. After a comprehensive probe, we proposed a new fusion operator that is expressed in 

Eq. (4). 

 min 1,(( ) ( (1 ) ))k            (4) 

In Eq. (4), * stands for simple product and π,α, and k are real numbers. In our problem, we considered π as 

the grade of membership for a given value of a linguistic term and α as the calculated mutual information for 

this value of the linguistic term. Anyhow, each part of Eq. (4) plays an important role in the computation of 𝜋′. 
For example, α is promotion factor, (1-π) is the amount of possible promotion, π relativity factor (for adopting 

amount of promotion based-on π value), and k is impact factor for tuning the impact of the promotion. Some 

properties of Eq. (4) have been listed below: 

1. If π and α ∈ [0,1]then 𝜋′ ∈  [0, 1] 
2. If π=1 then  𝜋′ = 1 

3. If then  𝜋′ = 0 (It means that π has more important role in calculating 𝜋′, than α) 

4. If α=0 then  𝜋′ =  𝜋  

5. 𝜋′ monotonic in α 

6. 𝜋′ ≥ 𝜋 

Figure 1 depicts three-dimensional plot of Eq. (4) for k=1.6 and corresponding to different values of 𝜋 and 

α∈[0,1]. According to Fig. 1, some properties of Eq. (4) such as monotonicity in α, 𝜋′ ≥  𝜋, 0 ≤  𝜋′ ≤  1, 

and so on, are obvious. 
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Fig. 1. Plotting the Eq. (4) with k=1.6 and based-on different values of π and αϵ [0,1] 

The point that should be noted here is the fact that the mutual information value between two random 

variables is not normalized and does not belong to [0,1], but in Eq. (4) we considered α as the mutual 

information where αϵ[0,1] . So we must normalize the calculated mutual information values. Therefore, for 

normalizing the Mutual Information (MI) values we used feature scaling or unity-based normalization formula 

using Eq. (5). 
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(5) 

In Eq. (5), MI(i,j,k) is the calculated mutual information between ith class and kth value of jth linguistic term 

Min(MI(i,j,:)) is the minimum of all the mutual information between ith class and all values of jth linguistic term 

(such as Low, Moderate, and High). So we can normalize each one of the values of mutual information using 

Eq. (5) and then engage this value in Eq. (4).  

Note that, in case all the values of MI(i,j,:) i.e. mutual information between ith  class and all values of jth 

linguistic term are equal, then Max(MI(i,j,:)) and Min(MI(i,j,:)) are equal. Therefore, we consider the value of 

the normalized mutual information equal to zero to neutralize the effect of MI in the classification process. It 

is because, when all values of MI(i,j,:) are equal then these MIs have no useful information for promoting 

discrimination in classifying input samples.  

Now, all parts of the puzzle are ready and we can propose our algorithm for improving fuzzy inference 

system in the field of classification using the mutual information. The major steps of our algorithm are 

illustrated in Fig. 2. 
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Fig. 2. Major steps of boosting algorithm for fuzzy inference system using the mutual information in the field of 

classification problems. 

There is an intuitive proof for the correctness of our proposed algorithm, but for this proof, we must consider 

three important assumptions that have been listed  below: 

1. The selected features that form the antecedent part of all fuzzy rules, must not be dummy and irrelevant to 

the consequent part of fuzzy rules. Because these features are not only unhelpful to improving classification 

accuracy but they also can lead to wrong classification results. 

2. A classification with moderate accuracy is possible by the current rule base of the fuzzy classification 

system. It means that we can improve the accuracy of a given fuzzy classification system if this system at 

least has the acceptable capability for classifying a given problem. 

3. The training set must be good enough for calculating correct mutual information values. It means that the 

training set must contain good samples from all classes with appropriate diversity. 

Considering the above assumptions, we have a fuzzy classification system that is able to perform 

classification with acceptable accuracy and this system has a well-defined rule base. So such a fuzzy 

classification system has the potential for improving final classification accuracy using our proposed algorithm. 

Assuming such a system, we tackle the proof of correctness of our proposed algorithm capability for boosting 

the mentioned system in the following paragraphs. 

Whereas we basically use t-norm operators for combining each one of the items of the antecedent part of 

fuzzy rules and because the monotonicity is one of the basic properties of these operators, the firing strength 

of this rule will be greater than or equal to its previous value. It is because the monotonicity property ensures 

that the value of firing strength of the fuzzy rule does not decrease if the truth value of each part of the 

antecedent part is to increase. For more information about t-norm operators and their properties, one can refer 

to Klement et al.(2004). 

So because we considered 𝜋 as the grade of membership for a given value of a linguistic term and also we 

computed 𝜋′ based on this value, and whereas 𝜋′ ≥  𝜋 (in Eq. (4)), then we can increase truth value of each 

part of the antecedent part of fuzzy rules, corresponding to its calculated impact factor, using Eq. (4). Finally, 

this improvement can lead to promoting firing strength of fuzzy rules and because this promotion is based on 

reliable mutual information values and also taking into account the above triple assumptions, then the final 

classification results will be improved at least in terms of belief state of the inferred classes. 

4. IMPLEMENTATION AND RESULTS 

At first, we have chosen emotion recognition as a complex classification problem for proving the 

correctness of our proposed method. Up to now, many algorithms with different approaches have been 

proposed for tackling this problem. One of the recent algorithms that have been proposed by Ilbeygi & Shah-

Calculating the Mutual Information (MI) between each class and 
all values of each linguistic term. 

Normalizing each one of the calculated MI values using Eq. (5). 

Replacing the Normalized MI value in Eq. (4) as the α and then 

computing 𝜋′. 

Replacing each one of the fuzzified values of the antecedent parts 
of fuzzy rules by corresponding value calculated using Eq. (4), 

and then performing fuzzy classification. 
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Hosseini (2012), classifies displayed emotions in facial images to six different classes: Happy, Sad, Angry, 

Disgust, Fear, and Surprise. Also, RaFD Langner et al. (2010), facial images database was chosen by Ilbeygi 

& Shah-Hosseini (2012), to evaluate the performance and accuracy of the fuzzy emotion recognition system. 

In Addition, 573 fuzzy rules have been defined for emotion recognition as a knowledgebase. Finally, Ilbeygi 

& Shah-Hosseini’s (2012) experimental results report an average precision rate of 93.96% for emotion 

recognition of six basic emotions. 

We selected this classification problem because of its complexity and intricacy. Eventually, we performed 

the steps of our proposed algorithm (that have been shown in Fig. (2) on this fuzzy emotion recognition system. 

Experimental results obtained by applying our algorithm to the same facial image set, as the image set selected 

by Ilbeygi & Shah-Hosseini (2012), indicate that we could increase the average precision rate for emotion 

recognition from 93.96% to 94.68%. Table 1 represents a promotion for recognition rate for Happy, Sad and 

Disgust emotions using our proposed algorithm, separately. 

One of the most important features of our proposed algorithm is to boost the firing strength of rules that 

lead to selecting a class for a given sample with greater confidence. So we calculated the mean value of 

recognized emotion beliefs by our algorithm in six mentioned emotions and by examination on 69 facial images 

for each emotion, separately. Then, we compared these results with the mean value of the recognized emotion 

beliefs that have been calculated by Ilbeygi & Shah-Hosseini (2012). As shown in Table 2, our algorithm’s 

outputs show promotion in the mean value of the recognized emotion beliefs for every one of the six basic 

emotions. 

 

Table 1. Comparing the recognition rate for Happy, Sad and Disgust emotion 

Method Happy Sad Disgust 

Ilbeygi & Shah-Hosseini (2012) 98.55% 92.75% 91.30% 

Our method 100% 94.20% 92.75% 
 

 

Table 2. Comparison between the mean values of the recognized emotion beliefs that inferred by our method and the 

ones that have been calculated by Ilbeygi & Shah-Hosseini (2012). 

Method Happy Sad Fear Surprise Angry Disgust 

Ilbeygi & Shah-Hosseini 0.6879 0.7902 0.748 0.7943 0.7943 0.6731 

Our method 0.8863 0.9071 0.891 0.9289 0.9289 0.8821 

 

In addition, to test our proposed algorithm more precisely, we decided to examine our method for boosting 

fuzzy classification in the other five different classification problems. So we selected five classification 

problems whose datasets have been presented in the UCI Machine Learning Repository (Lichman, 2013). 

These datasets are Iris, Balance-Scale, Haberman, User Knowledge Modeling, and Banknote Authentication. 

Then we must have implemented a fuzzy classifier for each problem. It means that, first of all, we must have 

generated a rule base for classifying each problem and next, we must have selected type and count of fuzzy 

membership functions for each dataset sample attribute for the purpose of fuzzification and finally we must 

have defuzzified the inferred class. 

So, we must have generated a fuzzy rule-based system for classifying each problem at first. For reaching 

this aim, we have engaged FuzzyWeka machine learning tool (Hall et al., 2009). Using FuzzyWeka we could 

generate a fuzzy rule base for the classification of each one of the mentioned problems. Note that, only for 

classification of Iris dataset we used the fuzzy rule set proposed by Castro et al., 1999; Chen et al. (2006). 

Afterward, we implemented one fuzzy classification application for each problem in MATLAB programming 

environment, using generated fuzzy rules. Finally, we classified each one of the five selected problems using 

corresponding classification application and reached to appropriate classification precision. 

Now everything is ready to apply our proposed algorithm for boosting fuzzy classification. So we performed 

all steps of our algorithm, presented in Fig. 2, on each one of the above problems and then computed 

classification precision. The experiment results show the promotion of classification rate for every one of the 

mentioned classification problems. Table 3 made the comparison between classification precisions of our 
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algorithm and fuzzy classification based on fuzzy rules that have been generated by FuzzyWeka or have been 

presented by Ilbeygi & Shah-Hosseini (2012) and Castro et al. (1999), which we call other methods/algorithms. 

 

Table 3. Comparison between classification precisions of our proposed algorithm and other classical fuzzy 

classification methods. 

Dataset name 
Number 

of classes 

Number 

of 

attributes 

Number of 

membership 

functions 

Number 

of rules 

K 

value 

Ŭ-cut 

value 

Other 

methods 

precisions 

(%) 

Our 

method 

precision 

(%) 

Emotion 

recognition 
6 4 5 573 1.6 0.1 93.96 94.68 

Iris 3 4 7 72 1.6 0.3 85.71 90.48 

Balance-Scale 3 4 3 68 1 0.4 86.78 90.02 

Haberman 2 3 3 18 1.8 0.2 73.47 75.00 

User knowledge 

modeling 
4 5 3 95 1.4 0.2 71.05 75.56 

Banknote 

authentication 
2 5 3 44 1.1 0.3 79.18 87.53 

Note that k value in Table 3 signals the impact factor (k) in Eq. (4). We must be careful with selecting the 

value for k because the high value of k leads to an increase in classification error rate. So we select k value 

experimentally, but we can employ evolutionary algorithms to find optimum value for k to maximize 

classification precision and the average of inferred class beliefs. Also α-cut value is a threshold for considering 

an inferred class as a correct inferred class if the inferred class belief is greater than or equal to this threshold. 

This value is selected experimentally as well as k value, to better show the boosting capability of our proposed 

algorithm for classification.  

Finally, we computed the average of all the inferred class beliefs (that have been made by other methods 

and our proposed boosting algorithm) for all problems and found our proposed algorithm could improve the 

inferred class beliefs, significantly. An overall comparison between mean values of the inferred class beliefs 

by other methods and our proposed algorithm is depicted in Fig. 3. Note that, the inferred class belief is a value 

that belongs to [0,1] interval. 

 

Fig. 3. Comparison between mean values of the inferred class beliefs by other methods and our proposed algorithm 

for all six classification problems. 

5. CONCLUSIONS AND FUTURE WORKS 

In this paper, we proposed a new boosting algorithm that is able to perform on every fuzzy classification 

problem. The basic idea of our algorithm is to promote the value of each part of the antecedent parts of fuzzy 

rules using Mutual Information (MI). Indeed, we calculate the mutual information between each class and all 
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values of linguistic terms and then normalize them. Afterward, we replace the calculated mutual information 

and the fuzzified values of sample features in a new aggregation formula. Finally, we used the calculated value 

in the proposed aggregation operator, instead of the fuzzified values of the features of the samples in the 

antecedent part of the fuzzy rules. 

One of the most notable features of our proposed algorithm is to boost firing strength of fuzzy rules that 

lead to selecting a class for a given sample with greater confidence and finally can lead to boosting 

classification accuracy. For proving the correctness and effectiveness of our proposed algorithm in the field of 

fuzzy classification, we examined our algorithm in six different classification problems. The implementation 

results showed that we can improve the classification accuracy of these problems using our proposed algorithm. 

Also, these results proved that we can use the proposed algorithm in the field of fuzzy classification problems 

whose fuzzy rule-base is defined manually (based on human experiences) or is generated automatically by 

learning from experimental data (like using FuzzyWeka for fuzzy rule-base generation). 

For the future, we decided to investigate other fusion operators and to make a comparison between them 

and our proposed operator. Also, we can learn fuzzy rules for classification using ANFIS and then apply our 

algorithm on these learned fuzzy rules. Finally, we will be able to generate a new classifier based on ANFIS 

and the mutual information and name it as ANFIS+. This classifier can train an ANFIS and also calculate the 

mutual information automatically. Finally, the trained classifier can perform classification by the proposed 

algorithm. So we only need to feed training data to ANFIS+ and set learning parameters. Subsequently, 

learning fuzzy rules, tuning membership functions, calculating and normalizing the mutual information, and 

finally classifying samples using this FIS according to our proposed algorithm, will be performed 

automatically. 
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