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ABSTRACT 

Fraud detection is a critical measure in today’s digitalized world and e-commerce platforms. Considering the 

significant advantages that ensemble methods bring to the world of machine learning, it seems necessary to 

examine their potential usage in the field of fraud detection. This is especially important for e-commerce 

transactions where we need to assess whether Ensemble methods can be good candidates as effective classifiers. 

In this paper, we evaluate the potential of ensemble learning methods for fraud detection in the e-commerce 

domain. We implement several well-known ensemble methods on e-commerce customer data and compare their 

result using different performance criteria. Our results show that XGBoost and Random Forest outperform other 

ensemble methods for fraud detection. The results of this study can be helpful for those scholars who are willing 

to optimize their fraud detection systems with ensemble methods. Also, the present study shows which 

classification algorithms can be best used in an ensemble framework to be applied in fraud detection for online 

payments. 
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a) INTRODUCTION 

E-commerce has seen a lot of growth and development in recent years. Digital transformation and advanced 

e-commerce platforms along with the growth of communication capabilities have propelled consumers into 

more online shopping (Song et al., 2022).   Businesses and customers can receive many benefits by using 

Ecommerce platforms; The buying process is faster, many costs are reduced and there is high flexibility for 

customers as the can compare the price and quality of the products, while they are offered several payment 

options (Rodrigues et al., 2022).   Buying and selling goods online has grown even more due to the conditions 

of the COVID-19 pandemic, and it seems that this process is accelerating (Tran, 2021). According to recent 

surveys on eMarketer,  worldwide e-commerce sales increased by 27.6% in 20202 and 14.3% in 2021 

respectively (eMarketer Editors, 2021). Naturally, this rapid growth of online business platforms and the 

increase in the volume of transactions attract fraudsters and profit seekers and increase fraud cases. Fraudsters 

can gain huge sums of money from possible loopholes and vulnerabilities in electronic payment processes. 
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Therefore, it is absolutely necessary to implement strong and smart fraud detection solutions to prevent these 

financial and economic losses. 

Basic approaches used for fraud detection tend to analyze customer data and identify patterns associated 

with the fraud. The most important types of data investigated are online navigation tracks, historical activities, 

and the payment behavior of customers. Data mining and machine learning are among the most successful 

methods for fraud detection in domains such as credit card and financial fraud (Abdallah et al., 2016; 

Diadiushkin et al., 2019; Varmedja et al., 2019). Generally, the problem is formulated as a two-class 

classification in which any input transaction is labeled as normal or fraudulent. Machine learning methods can 

help solve this problem by learning from the train data and then applying the learned patterns to the production 

data. Popular classification algorithms such as  Logistic Regression and K-nearest neighbor (Itoo & Singh, 

2021), Artificial Neural Networks (Asha & KR, 2021), Support Vector Machines (Gyamfi & Abdulai, 2018), 

and Random Forests (Xuan et al., 2018) have been proposed for fraud detections so far. However, as the number 

and complexity of fraudulent attempts have increased in e-commerce transactions and the data for detection 

may have some problems including skewed and noisy data, it is difficult for these traditional methods to capture 

multiple characteristics as well as the underlying structure of data. Thus, we need more sophisticated and robust 

methods to deal with fraud in the modern age. Recent studies in machine learning applications for fraud 

detection have been more directed toward the use of hybrid and flexible systems (Lin et al., 2021; Nami & 

Shajari, 2018). 

Ensemble methods are among the powerful solutions that can improve the accuracy of classification (Polikar, 

2012). The main idea behind Ensemble Learning is to combine various classifiers with different learning 

mechanisms or training samples to improve the final prediction results (Dietterich, 2002; Dong et al., 2020). In 

other words, Ensemble Learning aims to integrate diversely supervised or unsupervised classification 

algorithms into a unified framework by using a combination method or voting system to improve the overall 

performance of the system. Fig. 1 shows a general architecture for an Ensemble Learning model that is based 

on supervised classification algorithms. To create an ensemble model, first, some different (usually weak) 

classifiers are trained on the training data to learn the patterns in data using their algorithm. Then the predictions 

obtained from each classifier are aggregated using a combination or voting method to produce a final prediction. 

Such a framework has many benefits for machine learning methods including extensibility for different 

methods, improving detection performance, and flexibility of usage (Kuncheva, 2014; Polikar, 2012). 

Therefore, ensemble methods have been used in a variety of applications including network intrusion detection 

(Amini et al., 2016), bio-informatics (Verma & Mehta, 2017), time-series forecasting (Galicia et al., 2019), and 

risk analysis (Hamori et al., 2018). 

 

 

Fig. 1. A general framework for supervised Ensemble Learning 
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    Considering the total benefits which ensemble methods provide us, it seems necessary to examine their 

application in the field of fraud detection, especially for e-commerce transactions, and assess whether they can 

be considered effective solutions. But until now, there has been no complete research on the possible 

improvement and effectiveness of these methods in fraud detection. In this paper, we evaluate the potential of 

Ensemble Learning methods to be used for fraud detection e-commerce domain. We implemented several well-

known ensemble methods on the e-commerce customer data and compared their result using different 

performance criteria. The results of this study can be helpful for those scholars who are willing to optimize their 

fraud detection systems with ensemble methods. Also, the present study shows which classification algorithms 

can be best used in an ensemble framework for fraud detection in online payments.  

The rest of this paper is organized as follows: in section 2, we provide a background on the methods proposed 

so far for fraud detection and an introduction to some ensemble methods’ structures. Section 3 includes the 

presentation of our methodology for implementing different ensemble methods on the fraud data, the 

experimental procedure, and the evaluation phase. In Section 4, we present and analyze the evaluation result. 

Finally, in section 5 we conclude the paper and present some future directions. 

 

b) RELATED WORK 

In this section, we provide a background on Ensemble Learning systems and some of their applications in 

fraud detection.  

 

a. Ensemble methods 

   During the last three decades, the popularity of ensemble methods has increased and different ensemble 

methods have been proposed by incorporating different aggregation, combination, or data sampling elements 

(Dietterich, 2002; Dong et al., 2020). The structure of the ensemble model can be defined by modification on 

four levels: the type of classifiers to be included, the sampling methods to be used, the feature set that is defined, 

and the combination module. Based on these levels, several ensemble methods have been proposed in the 

literature.  

Bagging: This is the simplest form of an ensemble that is generated by a set of independent classifiers each of 

which is trained on a different sample taken from an original data set using sampling by replacement method 

(i.e. bootstrap sampling) (Breiman, 1996). This method ensures diversity in the ensemble by the variations 

within the bootstrapped samples on which each classifier is trained. A relatively weak classifier is used as a 

base classifier whose decision boundaries measurably vary concerning relatively small perturbations in the 

training data. To generate the final prediction for the new instances the Majority voting rule is performed for 

the individual prediction of the classifiers (Kuncheva, 2014). 

AdaBoost: This method is one of the best-known ensemble methods used for many applications (Schapire, 

2013). It uses the general boosting idea to develop the classifier ensemble incrementally, adding one classifier 

at a time. In AdaBoost, the focus is on instances that were previously misclassified when training a new 

classifier. The overall prediction performance is increased by implementing a weighing mechanism for instances 

and base classifiers. In each iteration, the weights of misclassified instances are increased, while the weights of 

correctly classified instances are decreased. In addition, weights are also assigned to the individual base learners 

based on their overall predictive performance. One important distinction in AdaBoost is that the training of base 

models is performed in a sequential manner instead of the parallel manner used in Bagging. 

Random forest:  This method creates an ensemble using a large number of decision trees that are unpruned and 

trained in a bagging framework (Breiman, 2001). In contrast to the split made in the decision tree classifier such 

as C4.5 (Safavian & Landgrebe, 1991), the decisions made in the trees in Random Forests incorporate 

randomness in the feature set used for splitting.  In fact, instead of selecting the best attribute at each node 

(using, e.g., an information gain measure), the attribute is selected randomly in such a way that its probability 

of being selected is proportional to its measured value. Through applying several other ways to incorporate 
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randomness into a predictor besides the random forest procedure, some new forms and versions of ensembles 

were created. 

Random Subspace: While Random forests have been built based on decision trees as base classifiers, in random 

subspace this assumption is removed. Random Subspace incorporates randomness into the ensemble by building 

a set of feature subspaces via randomly sampling features and then trains basic classifiers – of any kind- in these 

subspaces to generate multiple results (Ho, 1998). 

Gradient Boosting Machines (GBM):  This method is formed by computing a sequence of regression trees 

where each tree in the sequence predicts the pseudo-residuals of the preceding trees given an arbitrary 

differentiable loss function (Natekin & Knoll, 2013). The aggregation of the Predictions is performed in an 

additive manner where each added model is trained to minimize the loss function. Similar to what is conducted 

in AdaBoost, individual classifiers in gradient boosting are trained successively. It is important to note that a 

GBM model usually has many shallow trees, as opposed to a random forest which has fewer (but deeper) trees. 

A scalable version of this algorithm called XGBoost (Chen & Guestrin, 2016) has gained a lot of popularity due 

to its novel algorithmic optimizations and refinements. In addition, XGBoost provides a regularization 

component to the loss function in GBM, aimed at creating ensembles that are simpler and more generative. 

 

b. Ensemble Learning for fraud detection 

Due to the many capabilities that ensemble methods provide in improving detection and classification 

performance, researchers have tried to use these methods in the field of fraud detection.  Most of the proposed 

methods have used Ensemble Learning as part of the detection algorithm along with other components in a 

hybrid structure.   Among the main ensemble methods, many researchers have been able to use Random Forest 

to detect fraud (Carneiro et al., 2017; Dornadula & Geetha, 2019; Rai & Dwivedi, 2020). This method is 

mentioned as one of the most successful methods in the literature specifically for credit card fraud detection. 

Sohony et al., (2018) proposed an ensemble method for credit card fraud detection based on a combination of 

random forest and neural network that used the advantages of both these methods for more accurate detection 

of normal instances, and fraud instances. 

An ensemble-based method was proposed by Haider et al., (2018) for impression fraud detection in mobile 

advertising. The authors used bagging and boosting ensemble methods to classify each ad display, also called 

an impression, as fraudulent or non-fraudulent. They could achieve a high rate of accuracy and precision, as 

well as good recall. Xu et al., (2011) proposed a random rough subspace-based neural network ensemble method 

for insurance fraud detection. A rough set reduction was first employed to generate a set of reductions that could 

keep the consistency of data information. Then, the reductions were randomly selected to construct a subset of 

reductions. Finally, each of the selected reductions was used to train a neural network classifier in an ensemble 

framework. Bagga et al., (2020) applied the bagging method along with pipelining to improve the performance 

of credit card fraud detection.  

Although the ensemble methods show a promising future for the world of fraud detection, their vast potential 

for improving detection performance is yet to be investigated more systematically. In the next section, we 

present our methodology to evaluate the performance of some important ensemble methods for fraud detection. 

 

c) RESEARCH METHODOLOGY 

Our goal in this study is to assess the potential of Ensemble Learning for fraud detection in e-commerce 

transactions. Therefore, we have selected some of the best-known ensemble methods in the literature to be 

implemented as classification systems for fraud detection. We also use a data set that contains information about 

online payment fraud (Kharwal, n.d.). The set of ensemble methods for this evaluation are Bagging, AdaBoost, 

Random Forest, Random Subspace as well as XGBoost. As we can use any type of classifier in Random 

Subspace, we chose two important classification algorithms in the random subspace ensemble framework. They 

are Neural Networks (NN) and Support Vector Machines (SVM). Therefore, there are six ensemble methods 

used in our evaluation phase.  
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Table 1 shows the features of online payment fraud used in this study. This data set has been obtained from 

the Kaggle community and can be used to evaluate different fraud detection solutions. The data set contains 

6362620 records of historical information about customer transactions. The target variable that is to be predicted 

is ‘isFraud’ in which class 0 represents a normal transaction and class 1 represents a fraudulent transaction. 

Naturally, such a data set is imbalanced. We chose 70% of the data for training the models and used 30% for 

testing. Also, for the training phase, we used 5-fold cross-validation. We also optimized all methods using cross-

validation and grid search methods to get the best set of hyperparameters needed to get the results. So, our 

results have been obtained from an optimized set of methods and we compare the best results received from the 

ensemble methods. Typically, a fraud detection system assigns a label to each transaction instance that shows 

whether it is fraud or normal. The underlying implementation of most algorithms actually may assign a 

probability to each case that shows how confident the system is about the case is a fraud. This probability would 

be rounded to get a number in {0,1}. 

We use a set of criteria for evaluating the performance and comparing the ensemble methods together. We 

consider four important detection metrics as True Negative (TN), True Positive (TP), False Negative (FN), and 

False Positive (FP). True Positives are the instances that are positive and were also classified as positive. 

Similarly, True Negatives are the actual negatives and were classified as negative. False positives are cases that 

are negative but are classified as positives. Similarly, False Negatives are cases that are positive but are classified 

as negative. According to these metrics, the performance criteria are as follows: 

 

Table 1. The online payment fraud data set features 

Feature Description 

step represents a unit of time where 1 step equals 1 hour 

type type of online transaction 

amount the amount of the transaction 

nameOrig customer starting the transaction 

oldbalanceOrg balance before the transaction 

newbalanceOrig balance after the transaction 

nameDest recipient of the transaction 

oldbalanceDest initial balance of the recipient before the transaction 

newbalanceDest the new balance of the recipient after the transaction 

isFraud Class label 

 

Accuracy:  The total number of instances that were classified correctly divided by the total number of 

instances. It can be shown below:  

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                              (1) 

 

Precision: The number of positive instances that were classified correctly divided by the total number of 

detected positive instances. It can be shown below: 

Precession:  
𝑇𝑃 

𝑇𝑃+ 𝐹𝑃 
                                                                                         (2) 
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Recall:  The number of positive instances that were classified correctly divided by the total number of actual 

positive instances. It can be shown bellow 

Recall = 
𝑇𝑃 

𝑇𝑃+ 𝐹𝑁
                                                                              (3) 

 

F1-Score: A combined metric that takes bot precision and criteria into consideration: 

F-Score = 
2 ×𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
                                                                 (4) 

 

d) RESULTS AND DISCUSSION 

After the experiments were completed, we extracted the results and organized them according to the 

performance criteria introduced in the previous section. Fig. 2 depicts the accuracy of six ensemble methods 

used in this study.  

 

 

 

Fig. 2. Accuracy of six ensemble methods on online payment fraud data (%) 

 

It can be seen that generally; all ensemble methods show good accuracy for detection.  An accuracy of 97% 

can be generally considered a good performance in the fraud detection domain. Thus, we can conclude that 

ensemble methods are good promising methods that can be used as candidate solutions for fraud detection.  

However, XGBoost outperforms other methods with 99.8%. This is a great performance considering the 

accuracy metric.   

Accuracy is a general metric that shows the overall classification performance of the system as far as the 

prediction for each instance is concerned. In the fraud domain where we have a class imbalance problem while 

having fewer false negatives is desired, accuracy cannot express the real detection performance of the methods. 

To have a better understanding of the ensemble methods' performance for the classification task, we need to 

make a comparison based on more  specific criteria i.e., precession, recall, and F1-score. Table 2 shows a detailed 

evaluation of the performance metrics for two classes of the fraud data set. We calculated the classification 

metrics for both classes separately because it is very important to know how the classifier performs in normal 

and fraudulent cases.  As can be seen in the table, XGBoost shows better performance on precession, recall, and 

F1-score.  

     For precession, it is obvious that all ensemble methods have gained almost 100% for class 0 (the normal 

transactions). That is because there is a high number of normal observations and the FP for class 0 is very low 
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compared to the TP. For class 1, however, the precession is very low for most of the methods showing that FP 

for class 1 is very high, i.e., a high number of normal cases have been classified as fraud. XGBoost shows an 

acceptable performance of 0.62 percent, which means it can prevail over the imbalance problem very well to 

get a good precession and a lower FP.  

     Class imbalance in fraud data is a major issue and is reflected in the classification criteria results. The number 

of fraud cases is much smaller than the number of normal records. In such cases, the model will be biased toward 

normal observations and may classify more fraud cases as normal leading to a high number of false negatives. 

Therefore, we need to consider recall as a more important metric in fraud classification.   According to the recall 

in class 0, we can observe that all methods have gained high scores, with XGBoost having 1.00 for its recall.  

The reason for the high recall score in class 0 is the high number of normal records and the bias toward the 

normal cases in the model. XGBoost has been able to find all normal cases with no normal records predicted as 

fraud which show FN = 0 for class 0.  For recall in class 1, the three ensemble methods Bagging, AdaBoost, and 

XGBoost show the best results, when Bagging surprisingly outperforms the two other methods with 92%. This 

simple ensemble method has predicted more fraud cases than other methods did. Thus, the traditional bagging 

and boosting methods can be good candidate classifiers if we want to emphasize more on recall more in fraud 

detection.  Random forest and random subspace methods seem to provide lower recall for class 1.  

 

Table 2. The performance comparison of six ensemble methods on online payment fraud data 

Method 
Precision Recall F1-Score 

Class 0 Class 1 Class 0 Class 1 Class 0 Class 1 

Bagging 1.00 0.12 0.96 0.92 0.98 0.21 

Adaboost 1.00 0.14 0.99 0.91 0.99 0.24 

Random Forest 1.00 0.46 0.98 0.88 0.99 0.6 

Random SubSpace (SVM) 1.00 0.38 0.97 0.89 0.98 0.53 

Random SubSpace (NN) 1.00 0.36 0.97 0.89 0.98 0.51 

XGBoost 1.00 0.62 1.00 0.91 1.00 0.74 

 

Considering F1-Score, while all ensemble methods provide high values for class 0, the key distinction emerges 

in class 1 (fraud class) where XGBoost provided the highest value and outperforms all ensemble methods by a 

significant distance. The most important thing to consider is that the highest amount of contribution of the large 

distance is provided by the high Precession of XGBoost where it can reduce FP for class 1 and predict the fraud 

cases more correctly than other methods.  Considering that XGBoost could provide the best precession in class 

1 and one of the best recalls in class 1, it can be chosen as the most suitable ensemble method for the fraud 

detection domain.  Random Forest, which also provides a good score in precision, takes second place in F1-

Score. The good performance of Random Forest is consistent with other studies which used Random Forest as 

an effective fraud detection method.  

One important result that we can be obtained from this study is that XGBoost can be chosen as a promising 

classification algorithm to be used in ensemble systems for fraud detection. However, this selection is solely 

based on experimental evaluations. A suitable theoretical framework is needed to examine and recommend a 

single algorithm for use in the ensemble system. One needs to pay attention to the fact that our focus in this 

article was on the practical examination of Ensemble systems in the domain of e-commerce transactions, and 

we meant choosing a suitable algorithm for the Ensemble system only in this field. For this purpose, we 

compared different algorithms using different classification criteria. 

e) CONCLUSION 
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     Ensemble methods provide many benefits for classification performance. In this paper, we systematically 

evaluated the possibility of using popular ensemble methods applications in the field of fraud detection, 

especially for e-commerce transactions. We assessed whether they can be good candidates for effective 

solutions. We implemented several well-known ensemble methods on the e-commerce customer data and 

compared their results using different performance criteria. The results of this study showed that almost all 

ensemble methods perform well on fraud data. Among these ensemble methods, Random Forest and XGBoost 

can show superior performance and provide a good f1-score for the fraud class. The results of this study are 

consistent with those studies that introduce Random Forest as a promising method for fraud detection. Also, 

our investigation shows Random Forest and XGBoost can be best used in an ensemble framework for fraud 

detection in online payments. 

Although our focus in this article was on the practical examination of Ensemble systems in the domain of e-

commerce transactions, for future works, we will need to find a suitable theoretical framework to better evaluate 

the performance of multiple ensemble systems and find a more robust method to recommend a single algorithm 

for use in the ensemble system. We can also evaluate the ensemble methods on other domains such as banking 

fraud and insurance fraud to get more insights into the ensemble methods’ performance.  
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