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ABSTRACT   

The stock market is a key pivot in every growing and thriving economy, and every investment in the market is 

aimed at maximizing profit and minimizing associated risk. For this purpose, a multi-objective optimization 

model with the goals of reducing risk, and increasing profit are provided considering the budget constraint. The 

presented model helps investment companies to make more beneficial stock portfolios. In addition, in this paper, 

a deep learning model Long Short-Term Memory (LSTM) is used to predict all days of the next year’s stock 

price according  to historical data. The dataset consists of the TSE index traded in Tehran Stock Exchange 

financial market. First, among the 50 active industries in the TSE stock market, 10 highly profitable industries 

are selected. The stock price of the companies in these industries is predicted according to the data of the last 

15 years. The results obtained from 170 stocks and 10 industries show that the automobile, investment, and 

pharmaceutical materials and products industries were the best industries for investment in 2023 in the Tehran 

stock exchange. 

KEYWORDS: Multi-objective optimization, Long short-term memory neural network, Stock market prediction, Portfolio 

selection 
 

1. INTRODUCTION 

The stock market is an essential component of the nation’s economy, where most of the capital is exchanged 

around the world. Therefore, the stock market’s performance has a significant influence on the national 

economy. It plays a crucial role in attracting and directing distributed liquidity and savings into optimal paths. 

Investors and speculators in the stock market aim to make better profits from the analysis of market information. 

The mathematical framework for assembling a portfolio of stocks in a way that maximizes the expected return 

for a given level of risk is called mean-variance analysis or modern portfolio theory (Markowitz, 1952). The 

Markowitz model is thus a theoretical framework for the analysis of risk and return and their inter-relationships. 

He used statistical analysis for the measurement of risk and mathematical programming for the selection of 

stocks in a portfolio in an efficient manner. His framework led to the concept of efficient portfolios. An efficient 

portfolio is expected to yield the highest return for a given level of risk or the lowest risk for a given level of 

return (Markowitz, 1952). Risk and profit are two aspects of investment considered by investors. The expected 

return may vary depending on the assumptions. The risk index is measured by the variance of the distribution 

around the mean, which is in statistical terms called variance and covariance. The qualification of risk and the 

need for optimization of return with the lowest risk are the contributions of Markowitz. Investment portfolio 

management is one of the most basic conditions for success in the stock market.  In the stock market, investors 
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want to invest in stocks that will bring them the most profit and the least risk. Since the goal is to choose the 

best stocks for the next year, the price of all the stocks should be predicted. Stock price prediction has been done 

with different methods until now. Time series data as stock markets data is a sequence of data points in 

chronological order to analyze past data and make future predictions. Time series prediction problems are a 

difficult type of predictive modeling problem. A powerful type of neural network designed to handle sequence 

dependence is called a recurrent neural network. The Long Short-Term Memory network or LSTM network is 

a type of recurrent neural network used in deep learning because very large architectures can be successfully 

trained. For this purpose, daily historical stock data for the past 15 years will be used, and stock price prediction 

will be done through the LSTM network. The LSTM network inputs will be four features open, high, low, and 

closing prices to predict the stock price for each stock. 

The main contributions of this research are as follows: 

• A multi-objective mathematical model will be presented to select the best industries in the Tehran Stock 

Exchange to bring the most profit and the least risk with the budget constraint. 

• A special kind of recurrent neural network LSTM would be used to predict the stock price. 

 

The proposed paper is structured in the following sections: Section 2, the literature review gives an overview 

of several research works in stock price prediction and mathematical models for portfolios. Section 3 describes 

the methodology used in the paper to select stocks and predict the stock price. The proposed mathematical 

portfolio model and the LSTM model for predicting the price of stocks as well as the results obtained are 

provided in Section 4. The result of a case study is shown in Section 5. Finally, some conclusions and outlines 

of the future scope of work are explained in Section 6. 

 

2. LITERATURE REVIEW 

Markowitz’s modern portfolio theory has made a new paradigm of portfolio selection for investors to form 

a portfolio with the highest expected return at a given level of risk tolerance (Markowitz, 1952). Lots of efforts 

have been made by experts to solve and expand Markowitz’s model. These attempts regarding the limitations 

of a factual market have been made to make his model more practical. In 2001, Konno and Wijayanayake 

proposed an algorithm for his portfolio optimization problems regarding transaction costs and minimum 

transaction lots (Konno and Wijayanayake, 2001). In the first years of the 20th century, some studies threw 

more light on the capabilities of heuristic algorithms in portfolio selection problems. Lin et al. (2001) considered 

the multi-objective genetic algorithm for the portfolio selection problem. Carama and Schyns (2003) utilized a 

Simulated Annealing to solve Markowitz’s model with cardinality and Turn Over constraints. Soleimani et al. 

(2009) presented a portfolio selection model based on Markowitz’s mean-variance portfolio selection model. 

The proposed model covered minimum transaction lots, cardinality constraints, and regards market 

capitalization. In order to solve this mixed-integer nonlinear programming model a genetic algorithm is used. 

Lim et al. Lim et al. (2014) developed a way of using DEA cross-efficiency evaluation in portfolio selection 

under the mean-variance framework. They applied the proposed approach to stock portfolio selection in the 

Korean stock market for a 9-year sample period from 2002 to 2011.  

On the other hand, in the financial world, the forecasting of stock price gains significant attraction. For the 

growth of shareholders in a company's stock, stock price prediction has a great consideration to increase the 

interest of speculators in investing money in the company. The successful prediction of a future cost could return 

noteworthy benefits. Many methods have been proposed to predict stock prices,  among which linear models 

like autoregressive (AR), moving average (MA), autoregressive and moving average (ARMA), and 

autoregressive integrated moving average (ARIMA) and Non-linear models like autoregressive conditionally 

heteroscedastic (ARCH), Generalized autoregressive conditionally heteroscedastic (GARCH), and threshold 

autoregressive (TAR) methods can be mentioned. These methods are the analysis of time series data. Time 

series data can be defined as a chronological sequence of observations for a selected variable (Selvin et al., 

2017). In this paper, the variable is the stock price. Shi et al. (2012) proposed a hybrid method of ARMA and 

back propagation neural network (BPNN) and Markov model to forecast the stock price. ARMA and BPNN 

solve the linear and nonlinear components of the stock price series respectively. Lee et al. (2007) compared the 

forecasting performance of a neural network model and a time-series (SARIMA) model in the Korean stock 

exchange. They investigate whether the back-propagation neural network model outperforms the seasonal 

https://machinelearningmastery.com/crash-course-recurrent-neural-networks-deep-learning/
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autoregressive integrated moving average model in forecasting Korea Composite Stock Price Index and its 

return. Wijaya et al. (2010) compared the stock forecasting result of ANTM (PT Aneka Tam bang) using 

artificial neural networks and ARIMA in Indonesia stocks. 

Nowadays, the most significant challenge in the stock market is to predict stock prices. The stock price data 

represents financial time series data which becomes more difficult to predict due to its characteristics and 

dynamic nature. Recently, with the expansion of the applications of artificial intelligence and machine learning 

algorithms, they can also be used in predicting the selection of stock portfolios and stock prices. Support Vector 

Machines (SVM) and Artificial Neural Networks (ANN) are widely used for the prediction of stock prices and 

their movements. Every algorithm has its way of learning patterns and predicting. Artificial Neural Network 

(ANN) is a popular method that also incorporates technical analysis for making predictions in financial markets. 

Pahwa  and Agarwal (2019) used linear regression, the supervised learning approach to predict stock prices. 

The proposed research work outlines the entire process of using a given dataset to forecast the closing value, by 

studying the GOOGL stock and extracting approximately 14 years of data. In Persio and Honchar's (2016) work 

different artificial neural network approaches, namely Multi-layer Perceptron (MLP), Convolutional Neural 

Networks (CNN), and Recurrent Neural Networks (RNN), have been applied to the forecasting of stock market 

price movements for the S&P500 index. Kim and Han (2000) proposed a genetic algorithms approach to feature 

discretization and the determination of connection weights for artificial neural networks to predict the stock 

price index. Hiransha et al. (2018) applied four types of neural networks named MLP, RNN, LSTM, and CNN 

to test the performance of predicting two stock market prices. The dataset is taken from the NSE market 

including three different sectors of Automobile, Banking, and IT. The NYSE market contains the Finance and 

Petroleum sectors. ARIMA model was used in this paper as the comparison between linear and nonlinear 

models. The price in the stock market has already reflected all known information which means that the financial 

market is informationally efficient, and the price is influenced by news or events. Ding et al. (2015) made use 

of the work in Natural Language Processing and applied this to stock market prediction. In this article, the team 

proposed a novel deep neural network for event-driven stock market prediction. The experimental results show 

that the proposed model could achieve almost 6% improvements compared with state-of-the-art baseline 

methods. 

Mehtab and Sen (2022) recently proposed another approach to stock price and movement prediction using 

convolutional neural networks on a multivariate time series. The predictive model proposed by the authors 

exploits the learning ability of a CNN with a walk-forward validation ability to realize a high level of accuracy 

in forecasting the future NIFTY index values, and their movement patterns. Three different architectures of 

CNN are proposed by the authors that differ in the number of variables used in forecasting the number of sub-

models used in the overall system, and the size of the input data for training the models. The experimental 

results indicated that the CNN-based multivariate forecasting model was highly accurate in predicting the 

movement of NIFTY index values with a weekly forecast horizon. The use of LSTM networks in stock price 

prediction has also been proposed (Sen and Mehtab, 2021). Vargas et al. (2017) proposed a sophisticated deep 

learning model for the detection and analysis of complex patterns and interactions among stock price data. The 

deep learning framework consists of a CNN and an RNN model. The results show that CNN is more effective 

in catching the semantic meaning from the text inputs to the model, while RNN is superior in understanding the 

context information and modeling the temporal characteristics for the stock price prediction. Sunny et al. (2020) 

proposed two models including  LSTM and Bi-Directional LSTM (BI-LSTM) to predict the stock price. Also, 

Ghosh et al. (2019) proposed a framework using the LSTM model to predict stock prices in Indian stock 

markets. Many researchers have tried using historical stock prices as the basis for time series analysis to forecast 

future stock prices. Recently different neural network models, and evolutionary algorithms were being applied 

for stock prediction with success.  

 

 
Table 1- Research on portfolio selection and stock price prediction 

Researchers Year Stock Price Prediction Mathematical Model 

Kim and Han 2000 ANN  

Lin et al. 2001  Mean-Variance 

Konno and Wijayanayake 2001  Mean-Variance 

Carama and Schyns 2003  Mean-Variance 

Lee et al. 2007 ANN  

Soleimani et al. 2009  Mean-Variance 
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Wijaya et al. 2010 ANN, ARIMA  

Shi et al. 2012 ARMA, BPNN  

Lim et al. 2014  DEA- Mean-Variance 

Ding et al. 2015 NLP  

Persio and Honchar 2016 MLP, CNN, RNN  

Selvin et al. 2017 AR, MA, ARIMA, ARCH, GARCH  

Vargas et al. 2017 CNN, RNN  

Hiransha et al. 2018 MLP, RNN, LSTM, ARIMA  

Pahwa  and Agarwal 2019 Linear Regression  

Gosh et al. 2019 LSTM  

Sunny et al. 2020 LSTM  

Mehtab and Sen 2021 LSTM  

Mehtab and Sen 2022 CNN  

 

Table 1 shows the stock price forecasting methods used by researchers from 2000 to 2022.  In these years, 

some researchers have used mathematical models to select stocks, but none of them have simultaneously used 

new methods to predict stock prices and choose the best stocks portfolio in the next years.  

 
For this reason, we use LSTM to predict the stock price for the next year. The reason for using LSTM is that it 

is one of the best methods for predicting time series. Then based on the predicted prices, we select the best stock 

portfolio for the next year. 
  

3. METHODOLOGY 

3.1. Markowitz Model 

The modern theory of the portfolio mean-variance model is derived from the pioneering research works of Harry 

Markowitz (Markowitz, 1952). After the publication of Markowitz's paper on portfolio selection, a revolution 

was created in the field of portfolio optimization. In 1959, Markowitz published his and many researchers' 

achievements in the field of portfolio selection and model solution methods in a book (Boonjing and 

Boongasame, 2017). The published model is as follows: 

 

(1) Min    𝜎𝑅𝑝 
2 = ∑ ∑ 𝑥𝑖

𝑁

𝑗=1

𝑁

𝑖=1

𝑥𝑗𝐶𝑜𝑣(𝑟𝑖̅, 𝑟𝑗̅) 

 S.t: 

(2) 𝑟𝑝̅ = 𝐸(𝑟𝑝) = ∑ 𝑟𝑖̅𝑥𝑖

𝑁

𝑖=1

= 𝑅 

(3) ∑ 𝑥𝑖

𝑁

𝑖=1

= 1 

(4) 𝑥𝑖 ≥  0   ,   ∀𝑖 ∈  {1, . . . , Ν} 

 

This model is quadratic. As seen in the model, the objective function is the correlations of the component stocks, 

for all stock pairs (ri, rj). The expected return for a set of stocks is equal to the weighted average of the expected 

return of all the stocks in the portfolio (equation (2)). The variable 𝑥𝑖 represents the weight assigned to the stock 

i in the portfolio. The parameter N shows the total number of stocks in the portfolio. In equation (5), E(RP) is 

the expected rate of the portfolio, E(Ri) is the expected rate of stock i, and Wi is the ratio of the value of the 

portfolio that is invested in each stock. 
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(5) 𝐸(𝑅𝑝) = ∑ 𝐸(𝑅𝑖) 𝑊𝑖

𝑁

𝑖=1

 

Estimating the combined risk of a portfolio is not as easy as calculating its return. Risk is the possibility of 

future fluctuations in the rate of return. Various metrics are used to determine fluctuations. The most important 

of these measures is the average absolute value of deviations, variance, semi-variance, beta index, and value at 

risk. It should be noted that in this research, the variance measure is used to calculate risk. 

 
3.2. Long-Short-Term Memory Network 

Long-Short Term Memory was first proposed by Hochreiter and Schmidhuber (1997) to solve the problem of 

vanishing and exploding gradients by proposing a different architectural approach to RNNs. This is achieved 

by protecting its hidden activation using gates between each of its transaction points with the rest of its layer. 

The hidden activation that is protected is called the cell state. The protection of the cell state is undertaken by 

the three LSTM gates, namely, the forget, input, and output gates. During the forward pass, the first gate that 

acts upon the cell is the forget gate. It determines which of the cell’s activations are forgotten and by how much. 

It achieves this by multiplying all the cell’s elements with a vector 𝑓𝑡𝜖 (0,1)𝑚ℎ. If the forget gate emits a value 

close to zero, the corresponding element in the cell state will be wiped and set to zero, whereas if it outputs a 

value close to one, then the cell will fully retain the value of that element. The next gate to act upon the cell is 

the input gate, which determines what portion of new information will be added to the protected state. This 

happens in combination with the calculation of a new candidate cell state 𝑐𝑡
′. Similar to the forget gate, the input 

gate 𝑖𝑡𝜖 (0,1)𝑚ℎ is multiplied by the candidate state 𝑐𝑡
′ and added to the cell state. This prevents unnecessary 

additions to the cell state. 

Finally, there is the output gate, which is important for the backward pass. It determines which parts of the cell 

state need to be propagated forward and be included in the output of the network. The forward flow of 

information across the described gates is shown in Fig.1 The following equations describe the behavior of the 

LSTM model: 

 

𝑓𝑡  =  𝜎(𝑊𝑥𝑓𝑥𝑡  +  𝑊ℎ𝑓ℎ𝑡−1  +  𝑏𝑓) 
(6) 

𝑖𝑡  =  𝜎(𝑊𝑥𝑖𝑥𝑡  +  𝑊ℎ𝑖ℎ𝑡−1  +  𝑏𝑖) (7) 

𝑐𝑡
′  =  𝑡𝑎𝑛ℎ(𝑊ℎ𝑐ℎ𝑡−1  +  𝑊𝑥𝑐𝑥𝑡  +  𝑏𝑐) (8) 

𝑐𝑡  = 𝑓𝑡𝑐𝑡−1  +  𝑖𝑡𝑐𝑡
′ 

(9) 

𝑜𝑡  =  𝜎(𝑊𝑥𝑜𝑥𝑡  +  𝑊ℎ𝑜ℎ𝑡−1  +  𝑏𝑖) (10) 

ℎ𝑡  =  𝑜𝑡  𝑡𝑎𝑛ℎ(𝑐𝑡  ) (11) 

where ft, it, and ot are the activations of the input, forget, and output gates at timestep t, which control how much 

of the input and the previous state will be considered, and how much of the cell state will be included in the 

hidden activation of the network. The protected cell activation at time step t is denoted by ct, whereas ht is the 

activation that will be given to the next layer. The notations of the weight matrices W(..) are explicitly denoted 

with subscripts of their transform. b(.) denotes the bias vector of each gate. Wxf and Whf are the matrices that 

transform the input xt and hidden state ht−1, respectively, to the forget gate dimension, Wxi, and Whi transform 

the input and hidden state to the input gate dimension, and so on. There are simplified notations combining the 

input and hidden state into a single matrix, thus having a single matrix per gate Wf, Wi, Wc, Wo (Tsantekidi et 

al., 2022). 

Due to its capability of storing past information, LSTM is very useful in predicting stock prices. This is because 

the prediction of a future stock price is dependent on the previous prices. Also, the results of past studies show 

that the LSTM model is more accurate than other neural networks in predicting stock prices. 

 

https://www.sciencedirect.com/topics/engineering/recurrent-neural-network
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Fig. 1. LSTM computational graph 

 

4. THE PROPOSED MODEL 

Markowitz's model assumes that the main objective of the investor is to minimize risk at a certain level of 

return. Normally, the decision maker considers the rate of return to be constant and then minimizes the risk of 

the stock portfolio with return limits. But in the multi-objective model presented in this paper, risk minimization 

and return maximization are simultaneously performed in the objective function. Portfolio risk includes not only 

the risk of each stock but also the covariance between both stocks. The importance of the covariance term may 

be equal to the importance of combining the risk of each stock. Therefore, when one stock is added to the 

portfolio, the importance of the average covariance between the new stock and other stocks in the portfolio is 

more than the risk of the new stock.  Considering that this multi-objective model has been validated in Kakaei 

and Janahgoshai's (2016) thesis and has good results, a similar model has been used in this paper. Therefore, 

the proposed model can be formulated as: 

 

(12) 𝑀𝑖𝑛     ∑ ∑ ∑ 𝑥𝑖𝑘 . 𝑥𝑗𝑘 . 𝐶𝑜𝑣(𝑟𝑖𝑘̅̅ ̅, 𝑟𝑗𝑘̅̅ ̅)

N2

𝑘=1

N1

𝑗=1

N1

𝑖=1

 

(13) 𝑀𝑎𝑥     ∑ ∑ 𝑟𝑖𝑘 . 𝑥𝑖𝑘

N2

𝑘=1

N1

𝑖=1

 

 S.t: 

(14) ∑ ∑ 𝑐𝑖𝑘 . 𝑥𝑖𝑘 . 𝑝𝑖𝑘

N2

𝑘=1

𝑁1

𝑖=1

 ≤  Β 

  0 ≤ 𝑥𝑖𝑘 ≤  1,   𝜆𝑘  ∈  {0,1} binary 

The model indices are shown as i, j, and k are stocks and industry, respectively. The value of 𝑥𝑖k shows the 

weighting of stock i in industry k, 𝐶𝑜𝑣(𝑟𝑖k̅̅ ̅, 𝑟𝑗k̅̅ ̅) is the covariance of the returns on the two stock i, and j in 

industry k. Parameter r𝑖k is the return on stock i in industry k. Equation (14) limits the maximum amount of 

budget that investors can invest in the stock portfolio. The parameter B shows the amount of budget available 

for investment and parameter 𝑝𝑖𝑘  and 𝑐𝑖𝑘 shows the number of stocks offered in the stock market for stock i in 

industry k and the price of stock i in industry k, respectively. 

In order to solve the proposed model, it is necessary to convert the multi-objective function into a single-

objective function. One of these methods for solving multi-objective problems is the  LP-metric method, which 

can be used to convert a multi-objective function into a single-objective. In this method, a point is considered 

an ideal solution, then we tried to identify the closest point of the solution space to this ideal point. For this 

reason, the solution obtained from this approach is called a compromise solution. To obtain a compromise 
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solution, different compromise functions are used to measure the distance. In this paper, the compromise 

function used is as follows: 

 

(15) 𝑀𝑖𝑛    𝐹𝑃 =  𝑊1 ∗
𝐹1  −  𝐹1𝑂𝑝𝑡𝑖𝑚𝑎𝑙

𝐹1𝑂𝑝𝑡𝑖𝑚𝑎𝑙

 − 𝑊2 ∗
𝐹2  −  𝐹2𝑂𝑝𝑡𝑖𝑚𝑎𝑙

𝐹2𝑂𝑝𝑡𝑖𝑚𝑎𝑙

  

 
 

S.t: 

(16) 𝑊1  +  𝑊2 = 1         0 ≤ 𝑊1 ≤ 1, 0 ≤ 𝑊2 ≤ 1   

 

The parameters w1 and w2  are the weights assigned to the objective function 1 and 2, respectively. Also, F1 

represents the first objective function , and the optimal value of the objective function is shown with F1Optimal. 

Therefore, the proposed model by converting the multi-objective function to a single objective one will be as 

follows: 

 

 

(17) 

𝑀𝑖𝑛    𝐹𝑃 =  𝑊1 ∗
∑ ∑ ∑ 𝑥𝑖𝑘 . 𝑥𝑗𝑘 . 𝐶𝑜𝑣(𝑟𝑖𝑘̅̅ ̅, 𝑟𝑗𝑘̅̅ ̅)

𝑁2
𝑘=1

𝑁1
𝑗=1

𝑁1
𝑖=1  −  𝐹1𝑂𝑝𝑡𝑖𝑚𝑎𝑙

𝐹1𝑂𝑝𝑡𝑖𝑚𝑎𝑙

 − 𝑊2

∗
∑ ∑ 𝑟𝑖𝑘 . 𝑥𝑖𝑘

𝑁2
𝑘=1

𝑁1
𝑖=1 − 𝐹2𝑂𝑝𝑡𝑖𝑚𝑎𝑙

𝐹2𝑂𝑝𝑡𝑖𝑚𝑎𝑙

  

 
S.t: 

∑ ∑ 𝑐𝑖𝑘 . 𝑥𝑖𝑘 . 𝑝𝑖𝑘

N2

𝑘=1

𝑁1

𝑖=1

 ≤  Β 

 0 ≤ 𝑥𝑖𝑘 ≤  1,   𝜆𝑘  ∈  {0,1} binary 

 

 
𝑊1  +  𝑊2 = 1         0 ≤ 𝑊1 ≤ 1, 0 ≤ 𝑊2 ≤ 1   

 

4.1. Experimental Setup 

For the LSTM model, the four features open, high, low, and closing prices are used to predict stock prices. 

Ten years time period has been collected in these datasets starting from March 2008 to November 2022. The 

data is divided into two parts: The training part which is used to train the model and update the model 

parameters, and the other part which would be used for the testing part so that we would use the data to optimize 

the model for data forecasting.  

In the LSTM model, the unit of the hidden layer is designed to be 140. One fully connected layer is chosen as 

the output layer. The sigmoid function and tanh function are used in the LSTM cell. For all methods, the time 

step is set to twenty, and the learning rate is 0.01. We choose Mean Square Error (MSE) loss as our loss function 

and use the Adam algorithm to optimize the loss function. The batch size is set to 64. All the input data will be 

shuffled before training. The experiments of all methods were implemented on Keras. In order to choose the 

stock portfolio with the presented model for investment in 2023, the average stock price predicted by LSTM in 

2023 is considered for each stock. Since the presented model is a mixed integer nonlinear program, the model 

is solved in GAMS software with a DICOPT solver. 
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5. RESULTS 

In this study, the proposed model is implemented based on the extracted data from 10 industries and 170 

existing stocks, and the results are analyzed. The rate of return on investment in different industries is shown in 

Table 2. Parameter B, which indicates the maximum number of budgets that the investor can invest, is set at 

100000 billion rials in Iran. According to the assumptions, the results obtained from the GAMS and solver 

DICOPT. It shows that the automobile industry is the best industry for investment. The choice of this industry 

is not far from expected due to the political and economic conditions of Iran. The automobile industry has 

always been a profitable industry for investing. The results obtained for selecting only one industry among all 

industries (k=1) are shown in Table 3. The weight of each stock and the amount of each stock for the purchase 

of each stock is shown in Table 3. 

 
Table 2- Stock return rate based on different industries 

Industry 
Rate of return 

Min Max Mean Variance 

Automobile 0.01 0.3 0.2 0.0073 

Basic metals 0.06 0.2 0.11 0.007 

Rubber and plastic 0.05 0.3 0.14 0.010 

Sugar 0.06 0.15 0.1 0.0058 

Investments 0.11 0.16 0.14 0.0053 

Ceramic tile 0.14 0.27 0.2 0.0074 

Chemical products 0.05 0.28 0.14 0.009 

Cement, lime, and plaster 0.05 0.23 0.16 0.0072 

Aggregation of real estate 0.07 0.2 0.12 0.006 

Pharmaceutical materials and products 0.1 0.34 0.18 0.0067 

 

                       Table 3- The results of the proposed model with the assumption of (k=1). 

 

 

 

 

 

 

 

 

 

It should be noted that the following 35 companies are a subcategory of the automobile industry. Among these 

35 active companies in this industry, 8 companies are known as the best companies in terms of objective 

functions, and investing in these stocks will bring the highest profit and the lowest risk for the investors. The 

high cost of importing cars and increasing sanctions in Iran has led to an increase in the price of cars in Iran. 

Car buyers are more willing to buy domestic cars, even at a high price. Therefore, investing in these companies 

has brought good profits for the investors. 
In the second case, it is assumed that investors tend to invest in two different industries that have the highest 

profit and the lowest cost, and they want to invest 8 billion in both industries. Hence, we set the parameter k 

equal to 2 in the presented model (k=2). The results show that the automobile industry and investment industries 

were selected as the best industries for investment. The results obtained from solving the proposed model with 

the assumption of k = 2 are presented in Tables (4) and (5). Table (4) shows the results of the proposed model 

for the automobile industry and Table (5) shows the results related to the investment industry. 

 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Khesapa 0.134 2500 20234000000 50585000000000 

Khazin 0.038 3100 152000000 471200000000 

Khodro 0.032 3095 9632000000 29811040000000 

Khekomak 0.091 22080 29120000 642969600000 

Khefanar 0.173 15230 294100000 4479143000000 

Khenasir 0.044 13020 74800000 973896000000 

Khetoor 0.152 6090 304000000 1851360000000 

khepooyesh 0.336 19050 1492146000 2172512140000 
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Table 4- The results of the proposed model with the assumption of (k=2). 

 

 

 

 

 

The automobile industry has 35 subsidiary companies, and the investment industry has 15 subsidiary companies. 

Among these 50 companies, 6 companies have been selected for investment. As stated earlier, the reason for 

choosing the automobile industry is explained in detail in the previous assumption. On the other hand, the reason 

for choosing the investment industry is the economic conditions and the price of coins, gold, and currency 

market in Iran and the world market, which has caused investment companies to invest in the gold, coin, and 

currency market. As a result, it is clear that the mentioned conditions led to investment in such markets and 

made a huge profit for the shareholders and investors of this particular industry. 
 

Table 5- The results of the proposed model with the assumption of (k=2). 

 

 

 

 

If the investors want to invest in three industries (k=3) in this case, the three industries of automobile, 

investment, and pharmaceutical materials and products are selected for investment. The pharmaceutical industry 

in Iran is one of the least risky industries in the stock market. Due to the coronavirus, this industry has been one 

of the most productive industries during this period. Among 95 companies, 8 companies are selected for 

investment. The results obtained from solving the proposed model with the assumption of k = 3 are presented 

in Tables (6), (7), and (8).  

Table 6- The results of the proposed model with the assumption of (k=3). 

 

 

                        

 

 

 

Table 7- The results of the proposed model with the assumption of (k=3). 

 

Table 8- The results of the proposed model with the assumption of (k=3). 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Khesapa 0.064 2500 9664000000 24160000000000 

Khazin 0.2 3100 800000000 2480000000000 

Khodro 0.033 3095 9933000000 30742635000000 

Khekomak 0.113 22080 36160000 798412800000 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Vesapa 0.27 6200 4320000000 26784000000000 

Vebahman 0.32 3128 4480000000 14013440000000 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Khesapa 0.074 2500 11174000000 27935000000000 

Khodro 0.034 3095 10234000000 31674230000000 

Khekomak 0.09 22080 28800000 635904000000 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Vesapa 0.17 6200 2720000000 16864000000000 

Vebahman 0.062 3128 868000000 2715104000000 

Stocks Weight Price of prediction Amount of stock Budget of stock 

Depars 0.32 30684 304000000 9327936000000 

Dasveh 0.25 37150 187500000 6965625000000 
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6. CONCLUSIONS 

Managing of stock portfolio and optimizing it is very important to success in the stock market. In this paper, 

a single-period multi-objective mathematical model for the stock portfolio selection has been presented based 

on the Markowitz model. The proposed model, considering the budget constraint, tries to enable investors to 

invest in stocks with the highest return and the lowest risk. In order to predict the stock price for 2023, a deep 

learning LSTM model has been used. The results obtained from the proposed model and its analysis with the 

data of the Tehran Stock Exchange can state that despite the severe sanctions against Iran, investment in the 

automobile industry due to the increase in the purchase price of domestic and foreign cars and according to the 

purchase demand automobile in Iran has been one of the best industries for investment. For future studies, one 

of the suggestions of this research is to examine the models of stock portfolio selection with the assumption of 

multi-period. 
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